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RESUMEN 

Este documento tiene dos objetivos. En primer lugar, determinar si hay evidencia de la existencia de un 

ciclo financiero caracterizado por el movimiento conjunto de los mercados de valores y los agregados de 

crédito en el Reino Unido entre 1885 y 2016. En segundo lugar, contrastar si la relación causal entre los 

mercados de valores y los agregados de crédito depende del nivel de represión financiera o de 

liberalización. Respecto a la primera cuestión, observamos que existe una relación variable en el tiempo 

entre los mercados de valores y el crédito, y entre ambas variables y la economía general a lo largo del 

período. En cuanto a la segunda pregunta, nuestros tests muestran que existe una sólida relación causal 

entre valores y crédito, tanto a corto como a largo plazo. Además, dicha relación varía según la economía se 

encuentre en un período de represión financiera o de laxitud. Por último, mostramos que los cambios en la 

dinámica de regulación/desregulación en 1914 y 1971/79 coinciden con roturas estructurales de nuestro 

modelo VAR. Bajo desregulación, la relación a largo plazo entre ambas variables era de causalidad 

bidireccional. Por el contrario, durante la represión financiera, el nexo a largo plazo se rompe. Estos 

resultados tienen implicaciones para la comprensión de la historiografía del Reino Unido y de los 

mecanismos subyacentes que impulsan la inestabilidad financiera.  

Palabras clave:  Historia financiera, Desregulación, ciclo financiero, Reino Unido, estabilidad financiera. 

ABSTRACT 

The goal of this paper is twofold. First, we study whether there is evidence for a financial cycle, 

characterized by the joint movement of stock markets and credit aggregates in the United Kingdom from 

1885 until 2016. Secondly, after controlling for an assortment of variables, we contrast if the causal 

relationship between stock markets and credit aggregates, is contingent on the level of financial repression 

or liberalisation. Regarding the first question, we find evidence of a time-varying relationship between 

stock markets and credit, and between both variables and the general economy throughout the period. 

Regarding the second question, our tests show a robust causal relationship between stocks and credit both 

in the short and long-run. Moreover, said relationship is contingent on whether the economy is 

experiencing a period of financial repression or latitude. Finally, we contribute evidence that changes in the 

regulation/deregulation dynamic in 1914 and 1971/79 coincide with structural breaks in our VAR model. 

Under deregulation, the long-run relationship between both variables was of bidirectional causality. 

Contrarily, during financial repression, the long-run nexus is broken. These results have implications for the 

understanding of UK historiography and the underlying mechanisms that drive financial instability.  

Keywords: Financial history, Deregulation, Financial cycle, United Kingdom, Financial stability. 
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THE FINANCIAL CYCLE AND THE REGULATORY PENDULUM IN 

THE UNITED KINGDOM (1885-2016)  

  

 

 

 

1.- Introduction 

The financial crisis of 2008 confirmed what some researchers, particularly at the Bank for 

International Settlements (BIS), have been saying from the beginning of this century: central banks 

and regulators cannot assume a direct correspondence between low inflation and financial stability 

(Bernanke and Getler 1999). Under this view, the link between credit and asset prices runs through 

a financial accelerator channel, in which increases in the price of collateral-worthy assets 

strengthen balance sheets for firms and households easing their credit restrictions (Bernanke, 

Gertler and Gilchrist 1999). Consequently, the financial system plays the role of an amplifier of 

exogenous shocks. 

The alternative view, hypothesized by the BIS, posits that there is a financial cycle, 

composed of the joint behaviour of assets and credit, which accumulates imbalances during periods 

of excessive growth resulting in financial crises as they unwind (Borio 2014a,b,c). Recently, a rich 

set of literature has evolved to contrast this hypothesis by explaining the sources of 

synchronisation/decoupling of the asset and credit cycles, understanding the role monetary policy 

and capital flows may play in their evolution and deriving implications for both crisis management 

and prevention. In this view, that arises from the works of Minsky (1986, 1992) and Kindleberger 

and Aliber (2005), the financial system is a source of endogenous shocks: excessive credit growth 

can fuel asset price booms disconnected from fundamentals and lead what Jordà, Schularick and 

Taylor (2015) have termed “leveraged bubbles”. 

                                                      
  This paper has benefitted greatly from comments from Yolanda Blasco, Stephen Broadberry, Barry Eichengreen, 

Rui Esteves, María Dolores Gadea, Dmitry Kuvshinov, Pablo Martín-Aceña, Chris Meissner, Alan Taylor. We also 

acknowledge the helpful comments from the attendants to the Economic History seminar at Universidad de Valencia 

(2019), the YSI Economic History Workshop (Boston, 2018) and the Joint Seventh CEPR Economic History 

Symposium and Fifth Banco de España Economic History Seminar (Tarragona, 2019). Prior versions of this paper 

appear in German Forero-Laverde´s doctoral dissertation defended at Universidad de Barcelona in November 2018. 

This paper has received financial support from the Spanish Ministry MINECO/FEDER ECO2015-66782-P, the 

Generalitat Valenciana AICO/2018/130 and Gobierno de Aragón S37 17R.  
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The literature on the interactions between credit and asset prices has reached valuable 

conclusions for the general evolution of the financial cycle. First, asset booms fuelled by excessive 

credit growth have long-run consequences when imbalances unwind (Borio 2014b). Secondly, 

recessions that are coupled with the unwinding of imbalances tend to be broader than those that 

happen independently (Jordà, Schularick and Taylor 2011, 2013, 2015). Third, credit growth is a 

sufficient early-warning indicator for the presence of financial instability (Dell’Ariccia et al. 

2013). Finally, from the policy perspective, deregulation and liberalisation of financial systems 

have been found to play a critical role in their evolution.  

For instance, in credit markets, as constraints on both lenders and borrowers are reduced, 

the number of (apparently) credit-worthy individuals increases, and credit expansions ensue (Diaz-

Alejandro 1985, Borio 2014b). A similar process is evidenced in capital markets where 

liberalisation processes increase access to them both by domestic and foreign agents and may 

foster stock market booms (Henry 2000a, 2000b, 2003). On the side of financial repression, 

Reinhart and Rogoff (2009) and Jordà, Schularick and Taylor (2011), using a database for banking 

crises, indicate that their prevalence was reduced during periods of stringent capital controls such 

as the Bretton Woods period. Posen (2006) goes even further and indicates “no amount of 

monetary discipline can substitute for a lack of proper financial regulation and supervision”. 

This paper aims to explore the British financial cycle, as proxied by stock market prices 

and the level of real domestic credit to the private non-financial sector from 1885 until 2016. The 

question we wish to answer is whether there is evidence of a financial cycle in the UK in the period 

of study and, if so, whether the relationship between stock markets and credit aggregates is 

contingent on the regulatory framework in place. Formally we will test if, under different 

regulatory frameworks, the causal relationship between stock markets and credit aggregates 

changes after controlling for an assortment of variables. We do not, however, offer these results as 

proof of a causal link running from regulation toward the financial cycle or vice versa. 

We find that there is a consistent, time-varying link between asset prices and the level of 

domestic credit in the UK for the period under study. This link is also evident between financial 

cycle variables and the real economy, but it seems to break down during economic expansions. 

Secondly, after an extensive review of the period’s historiography, we find four possible candidate 

breaks for changes in the regulatory framework. Regarding the change from deregulation towards 

financial repression, the first break, in 1914, was concurrent with the dramatic changes in 

economic institutions brought with the advent of WWI. The second one, in 1931, relates to 

restrictions to trade and the end of the gold exchange standard. Conversely, when testing for the 

end of financial repression, the third break, in 1971, related to the end of the Bretton Woods 

agreement and the issuing of the Competition and Credit Control Bill in the UK (Offer 2017). The 

fourth one, in 1979, concurrent with the deregulation process that peaked with the ascent of 

Margaret Thatcher to the government. We perform tests for individual and joint exogenous breaks 

in the VAR relationship between stock prices and credit aggregates. On the one hand, we identify 

that in the short and long-run specifications, there is a break in 1914. On the other hand, we find 
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evidence for a break in the short-run relationship in 1971 and the long-run relationship in 1979. 

Additionally, we find that the causal relationship between stock markets and credit is bidirectional 

in the long-run specifications under financial latitude. Under financial repression, we find that, in 

the long run, this nexus breaks down. 

In the usual explorations of the interplay between asset prices and credit aggregates, 

researchers usually employ binary sequences to indicate the presence of a crisis or a bust. Apart 

from the lack of consensus on the methodology for their construction, these dummy sequences are 

unable to reflect the full breadth and depth of information from the original series. Additionally, 

the implication of marking all busts with a 1 is that they are all treated as formally identical events 

and that there is no transition between stability and crisis; it resembles turning on a switch (Pagan 

and Sossounov 2003, Schüler et al. 2015, Romer and Romer 2015). Finally, since crises are rare 

events, researchers are forced to build long and wide panels to favour identification. Single country 

analyses are challenging because of the lack of variability in the dependent variable. 

In that sense, the first contribution of this paper is offering a study of the financial cycle 

for a single country. To tackle the identification issues discussed above, we will use the Local 

Bull-Bear Indicator (LBBI) developed by Forero-Laverde (2019). The LBBI methodology 

contains more variability than a comparable dummy sequence; its informational content is close 

to the original data; it indicates whether there is an expansion or contraction as it provides a 

measure of their intensity.1 The second contribution of this paper is to make a bivariate analysis of 

LBBIs for real credit volume and stock price growth to characterize the financial cycle for over 

130 years. The final contribution is to integrate Reinhart and Rogoff’s (2013) idea of a regulatory 

pendulum that sways from financial repression to liberalisation into the financial cycle framework. 

We expect the results from this analysis will allow researchers to advance some hypotheses on the 

link between the financial cycle and the general institutional framework. 

The choice of the UK as the subject of this study is pertinent for several reasons. First, 

regarding the stock market, the relevance of a well-functioning stock market was remarkable for 

both the expansion of the industrial revolution since the mid-eighteenth century and for finance-

led growth in Britain (Van Nieuwerburgh et al. 2006). Moreover, London became the foremost 

financial centre during the nineteenth century since it aided in the financing of railway companies, 

among other endeavours that transformed the British economy (Campbell et al 2018). 

Additionally, since the end of World War I, equity issues in the LSE increased until they became 

the financing vehicle of choice for firms, surpassing debentures by the 1950s (Chambers 2009). 

This occurred in a scenario where the “weakly protected, retail investor, bond-centric world of pre-

                                                      
1 We can show that results obtained using LBBIs are similar to those obtained using more standard 

methodologies such as the turning point algorithm, the Hodrick and Prescott Filter, and the Band Pass 

filter. These results are available upon request. The LBBI methodology is preferred as it allows to observe 

results to different time horizons and its unit of measurement is fully interpretable (Forero-Laverde 2019).  
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1913 was giving way to the more tightly regulated, institutional investor, equity-centric financial 

system characteristic of the second half of the twentieth century” (Chambers, 2010, p.51). 

Regarding real credit to the private non-financial sector, Sheppard (1971) shows that from 

1920 until 1962, the total financial assets of the British financial institutions grew by a factor of 

eight. Furthermore, according to data from Jordà, Schularick and Taylor (2017), the growth in real 

credit to the private non-financial sector has averaged 3.21 per cent annually from 1885 until 2016, 

exceeding the growth rate of the US, Switzerland, Norway or Denmark. Additionally, the UK 

banking system is of interest because since the 1920s and until the 1970s, roughly our financial 

repression period, there were restrictions on competition2, while by the late 1970s and early 1980s, 

greater competition among banks was fostered as monetary policy was liberalized (Saunders and 

Wilson 1999, p. 542). At the same time, there was a substantial liberalisation of the stock market, 

particularly with the elimination of capital controls in 1979 (Henry 2003). 

Finally, we wish to inscribe this paper in the literature related to the real functioning of the 

gold exchange standard (GES) in the UK (Dimsdale 1981, Urban and Straumann 2012). Although 

formally the period 1925-31 could be considered of financial latitude, the difficulties in the 

reinstatement of financial orthodoxy of the gold standard make it interesting to test whether there 

was a structural break in the relationship between credit aggregates and stock prices before or after 

the GES. Finding a break in 1914 would indicate that the GES resembles the more restrictive 

subsequent period, while a break in 1931 would indicate that, as suggested by contemporaries, the 

GES would be a return to the antebellum status quo. 

The rest of this paper is structured as follows. Section 2 presents the data, describes the 

Local Bull-Bear indicator, and offers some preliminary evidence on the British financial cycle. In 

Section 3, we describe the historical context of the regulatory process that took place with the onset 

of the First World War and the deregulation process that occurred in the UK financial market in 

the 1970s. We use this historical evidence to argue for the existence of four possible structural 

breaks in both credit and stock market institutions. Section 4 presents the empirical results from 

the full sample VAR approach and the existence of breaks. Section 5 discusses Granger causality 

between both variables by subsamples. Section 6 concludes and offers avenues for further research. 

This paper is accompanied by an appendix that deals with statistical issues. 

 

2.- Some Preliminary Evidence on the British Financial Cycle 

The goal of this section is to present some evidence for the existence of the financial cycle 

in Britain. To do so, we will first describe the data and the methodology required to tackle the 

                                                      
2 Although traditional literature considers British commercial banking as a “collusive oligopoly”, more 

recent research maintains that there was some scope for competition (Capie and Billings 2004).  
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identification issues described in the introduction. Secondly, we present the idea of a British 

financial cycle and its relation to general economic conditions.  

To analyse the financial cycle in Britain from 1885 until 2016, we obtain a series for the 

stock market index and real domestic credit to the private non-financial sector. For the stock 

market, we obtain a nominal, annual, market-wide, capitalisation-weighted index, from January 

1880 to December 2016, from the Bank of England’s (BoE) database “A millennium of 

macroeconomic data” (Series M13).3 The series, which is a spliced construction from different 

data sources, excludes dividend reinvestment. Consequently, growth rates only reflect capital 

gains. At each point in time, the index contains a broad array of shares available in the market and, 

as suggested by the different sources, is representative of the British economy. To express the 

series in real terms, we have used the spliced monthly CPI from the same BoE database (series 

M6). The index takes the value of 100 in 2015.  

Concerning real credit, we obtain annual nominal credit information from the Macrohistory 

database (JST), which is available online.4  The series tloans contains total loans to the non-

financial private sector in nominal terms expressed in billions of local currency. We deflate it using 

the CPI series from the same database which contains the consumer price index with index equal 

100 for 1990. The series for the United Kingdom runs uninterruptedly from 1880 until 2016, the 

final year of the database. The series has been criticized as being narrow, since it does not cover 

the financial sector as a debtor and, after 1973, it omits several new forms of credit beyond 

commercial loans. However, few alternatives are available. The World Bank, for example, has a 

series for domestic credit to GDP since the early 1960s for Britain. This series, however, contains 

the net loans from the financial sector to the government. Since the dynamic and determinants of 

public debt are different from those of private credit, we refrain from using such alternative series. 

A statistical characterisation of the series is available upon request. Figure 1 presents the time-

series evolution of the logarithmic transformation of both variables. 

 

 

                                                      
3 The series is available online at https://www.bankofengland.co.uk/statistics/research-datasets.  

4 Jordà, Schularick and Taylor (2017). The full database can be found in http://www.macrohistory.net/data/  

https://www.bankofengland.co.uk/statistics/research-datasets
http://www.macrohistory.net/data/
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Figure 1: UK stock market index and real credit to the private non-financial sector in logarithms 

 

Sources: Stock market data (left-hand axis) from Bank of England ’s “A millennium of macroeconomic data”. Real 

credit data (right-hand axis) from Jordà, Schularick and Taylor (2017). 

 

To describe the boom-bust cycle in the stock market and credit aggregate series, we use the 

Local Bull-Bear Indicator (LBBI) methodology which exploits growth rate series to different time 

horizons and produces two distinct indicators: the short-run LBBI covers 1 year returns as it is 

associated with a money market time horizon; the long-run LBBI covers returns between 4 and 5 

years to account for the investment horizon of an institutional investor. To obtain the indicator we 

calculate growth rates using (𝑃𝑡 𝑃𝑡−𝑛⁄ ) − 1, where 𝑃𝑡 is the value of the stock market index or the 

real credit variable at time t and n is the time horizon for the growth rate.5 We then perform a 

rolling standardization of each growth rate series following [1] 

 

                                                      
5 In results that are available upon request, we found that all growth rate series are stationary according 

to a battery of tests. 
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𝑑𝑡,𝑛 =
(𝑟𝑡,𝑛−𝜇𝑡,𝑛)

𝜎𝑡,𝑛
                                                  [1] 

 

Instead of using simple averages and standard deviations, to account for return and 

volatility clustering, 𝜇𝑡,𝑛 is obtained as an exponentially weighted moving average for the last 5 

observations and 𝜎𝑡,𝑛 is the contemporaneous volatility (standard deviation) forecast using a 

GARCH (1,1) model. Each observation 𝑑𝑡,𝑛 is expressed in standard deviations accounting for the 

volatility context at the time rather than that of the full sample. An alternative interpretation of [1] 

is to understand 𝑑𝑡,𝑛 as the risk-adjusted above or below trend growth. Consequently, LBBIs allow 

us to integrate characteristics of growth and dispersion in the same series. The short-run LBBI will 

correspond to the standardized series of 𝑑𝑡,𝑛 when n is equal to one. The long-run LBBI is obtained 

as the simple average of the standardized series of growth rates to four and five years. 

The rolling standardisation of growth rates in [1] resembles the one presented in Le Bris 

(2018). However, several differences arise. First, our methodology results in a full-length time 

series that will be used as a dependent variable in the econometric analysis. Second, we make no 

assumptions about investors’ relative risk aversion or leverage, which allows us to treat credit as 

a dependent variable in our analysis. Third, rather than using single period growth rates, we explore 

growth rates to different time horizons, which allow us to observe the persistence of expansions 

and contractions in credit aggregates and stock prices. Furthermore, instead of choosing an optimal 

window length to minimize the standard deviation of the resulting series, which assumes that the 

investment horizon for investors is time-varying, we establish a five-year moving window to 

perform the standardisation. Finally, we to account for return and volatility clustering, as indicated 

in our choice of 𝜇𝑡,𝑛 and 𝜎𝑡,𝑛.  

This measure is useful and relevant because it results in a complete time series, which 

indicates both the direction and intensity of expansions and contractions measured in standard 

deviations. Additionally, the two different indicators allow researchers to identify which phases 

are more persistent in time (appearing in the long-run indicator) against those that only affect short-

run returns. To our knowledge, this is the first set of variables that can achieve that without the 

assumption of orthogonality.  

By construction, LBBIs allow for a more profound analysis than dummy sequences as they 

can be used as dependent variables in several econometric applications. It is important to highlight 

that all series are stationary as identified by a variety of tests. Figure 2 presents the time series 

evolution of LBBIs for the stock market (top row) and real credit (bottom row) to different time 

horizons. The first column from left to right shows the short-run indicator, and the right-most 

column shows the long-run indicator. 
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Figure 2: Local Bull-Bear Indicators for the UK stock market and real credit 

 

Note and sources: The top (bottom) row presents the short and long-run Local Bull-Bear indicators for the UK stock 

market (UK’s real domestic credit to the non-financial sector). All LBBIs are expressed in standard deviations and 

measure above or below trend growth. For sources see section I. 

 

A first natural exploration of the relationship between the stock market and real credit 

LBBIs for the UK is to calculate the ten-year rolling pairwise correlation coefficient between the 

short and long-run indicators. We present the results in Figure 3. The main finding in the figure is 

that the relationship between both variables seems to be unstable in time. Interestingly, peaks in 

the association occur during the late-1960s, in the early 1990s and during the Great Financial Crisis 

(GFC) in the late 2000s. Conversely, correlation troughs in the early 1930s, during the 1950s, in 

the mid-1980s, and before the GFC. From the historiography, we can infer that peaks in correlation 

seem to be related to periods of economic downturn (like the 1990-3 recession). This is sensible 

as concurrent divestment in the stock market and a reduction in the demand and supply of credit 

are common occurrences during recessions (Kindleberger and Aliber 2005). Conversely, troughs 

seem to be associated with periods of economic expansions (the recovery from the Great 

Depression or the golden age of the 1950s). 
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Figure 3: Ten-year rolling correlation between stock market and real credit LBBIs 

 

Note: Simple pairwise correlation between real credit and stock market LBBIs by time horizon. Correlation is 

calculated using a moving window of 10 observations. 

 

To delve deeper into an intuition of a relationship between the correlation described above 

and the real economy, we extract the medium run cyclical component of real GDP growth for the 

UK using the band pass filter.6 Figure 4 shows the plots for the cyclical component of GDP and 

the time-varying correlation between the long-run stock market and real credit LBBIs.7 

                                                      
6 We follow the seminal work on the financial cycle by Drehmann et al (2012 and use the band-pass filter 

as in Christiano and Fitzgerald (2003).   

7 Since correlations between LBBIs to every time-horizon seem to track each other closely, we choose to 

present this experiment using only the correlation between long-run indicators for stocks and real credit. 
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Figure 4: Real GDP growth cycle to the medium run and correlation between real credit and stock 

market long-run LBBI 

 

Note and sources: Real GDP growth data are taken from the Maddison Project (Bolt et al., “Revising Maddison”). 

Cyclical component extracted from annual growth rates through the bandpass filter as in Christiano and Fitzgerald, 

“Band pass filter” with a bandwidth of 8 to 30 years.  

 

Figure 4 shows that the correlation between long-run LBBIs seems to mirror the cyclical 

component in GDP growth, which is consistent with our analysis of Figure 3. To provide further 

evidence about this relationship, we perform quantile regressions where the dependent variable is 

the ten-year rolling correlation between long-run LBBIs and the independent variable is the 

medium-run cycle extracted through the band pass filter. We run simultaneous quantile regressions 

by decile (Koenker and Hallock 2001). In the following figure, we present the evolution of the 

coefficient and 95% confidence intervals by decile. 
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Figure 5: Coefficients for the cycle component in quantile regression 

 

Note: Quantile regressions using bootstrap standard errors (100 replications). The dependent variable is the rolling 

correlation between long-run LBBIs for credit and stocks. The independent variable is the cyclical component of real 

GDP growth extracted through the band pass filter for frequencies between 8 and 30 years. The continuous line shows 

the value of the estimator. Dotted lines represent the 95% confidence intervals. The coefficient for the OLS regression 

is -5.87, significant with 99% confidence, and the confidence interval is [-9.88 -1.85]. 

 

The most salient feature from Figure 5 is that the coefficient in the regression is statistically 

significant for all deciles below the 8th one. This is consistent with part of our initial intuition. The 

relationship between the real economy and the correlation of LBBIs breaks during economic 

booms and remains strong and negative during economic busts. Economic contractions are 

associated with increasing correlations between asset prices and credit. This may be related to 

depressed stock prices, credit contractions, and reductions in output.  

To summarize, in this section we have shown, on the one hand, that the association between 

stock markets and credit aggregates in the UK is time-varying and unstable as indicated in 

Minsky’s financial instability hypothesis (Minsky1986, 1992 and Kindleberger and Aliber 2005). 

On the other hand, there appears to be an association between the financial cycle and the real 

economy, which we can only identify robustly during economic busts.  

 

3.- From Financial Repression to Liberalization: Searching for the Break 

Following the works of Diaz-Alejandro (1985), Kamisky and Schmukler (2008), and 

Reinhart (2012), we argue that changes in the regulatory environment, and particularly shifts from 
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financial repression to financial liberalisation and vice versa, alter how asset prices and credit 

aggregates interact. Following Reinhart (2012, p.38):  

“Financial repression includes directed lending to the government by captive domestic 

audiences ( … ), explicit or implicit caps on interest rates, regulation of cross-border 

capital movements, and ( … ) a tighter connection between government and banks, 

either explicitly through public ownership of some of the banks or through heavy 

‘moral suasion’. Financial repression is also sometimes associated with (…) securities 

transaction taxes ( … )”  

In the above definition, we have underlined four elements of interest. First, financial 

repression takes place when there is an explicit or an implicit cap on interest rates, which can be 

extended to quantitative restrictions on credit. Second, it occurs in the presence of controls to cross-

border capital movements. Thirdly, it can manifest through the use of moral suasion as the use of 

direct on indirect pressure from authorities to change agents’ behaviour. Finally, we can speak 

about financial repression in the presence of transaction taxes in the securities market.  

However, there can be different degrees of financial repression. A strict definition would 

refer to a situation where the most elements in the above definition coincide. A laxer definition of 

financial repression could consider those periods when some of these elements are in place. 

Additionally, while the identification of financial repression is mostly related to legislation, moral 

suasion or self-regulation could also be important (Hileman 2017). This is the situation, for 

example, of the UK during the 1930s, when instead of regulations or laws, the Bank of England 

relied on the use of moral suasion to execute policy changes. Even earlier, in the 1920s, moral 

suasion was the typical way that the Bank of England used to exercise its influence in the City 

(Attard 2004). Moreover, in the banking sector, there are many examples of self-regulation from 

1918 to 1971 (Arch 2018). In what follows, we present a portrayal of British economic history 

explicitly from the perspective of the ebb and flow of financial repression defined broadly. 

Since the mid-nineteenth century, the classic liberal economic policy in Britain was 

conducted under a framework that combined the gold standard, free trade, and the Minimum 

Balanced Budget Rule (MBBR). The latter included balanced domestic and foreign accounts and, 

in a laissez-faire manner, afforded few tools for the government to intervene in the economy 

(Checkland 1983). Additionally, the idea of free trade would suggest that resorting to capital 

controls would be a measure reserved for situations of extreme economic hardship, such as was 

the case during WWI and up to 1925 (OECD 1993). This laissez-faire approach to economic policy 

broke down with the onset of the First World War (1914), with the first symptom being the 

abandonment of the gold standard (Bordo and Rogoff 1996). Consequently, we argue that a first 

possible shift from deregulation to financial repression takes the form of a structural break in the 

relationship between credit and stocks in 1914. 
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 While during the interwar years some attempts were made to return to this consensus—most 

saliently the interwar gold exchange standard (1925-31)—these attempts failed notoriously. In 

1918 the Interim Report of the Cunliffe Committee made indicated that it was imperative to restore 

the gold standard “without delay”. However, it was only until April 1925 when Churchill restored 

the sterling to the gold standard at its pre-war exchange rate although with some variations with 

respect to the pre-war monetary system. In this new order, the UK could maintain not only gold 

but also foreign currencies convertible in gold as reserves. Nevertheless, in practice, the gold 

exchange standard was much more challenging to manage than the Cunliffe Committee suggested 

(Dimsdale 1981). To test whether the GES behaved as expected or if it resembles the more 

restrictive subsequent period, we suggest the possibility of an alternative shift from deregulation 

to financial repression occurring in 1931. 

As suggested above, the date for the shift from deregulation to financial repression is 

uncertain. However, the fact that in 1931 the UK returned to protectionism through tariffs to 

protect the British industry suggests that the shift could not have occurred later on (Middleton 

1989). This first round of capital controls, implemented in 1931, was milder than those imposed 

by Germany or Japan (Urban and Straumann 2012). Some additional evidence of financial 

repression in the 1930s is the prohibition on loans to overseas borrowers or the prohibition to 

domestic investors from purchasing foreign securities (Hileman 2017). In this period, moreover, 

there is clear evidence of the use of moral suasion by the Bank of England in the execution of 

economic policy (Arch 2018). 

Through most of the 1930s, Britain kept commercial ties and trade with the whole 

Commonwealth under the figure of imperial preference, which indicates that commercial 

restrictions were partial at best (Eichengreen and Sussman 2000). However, by 1939, with the 

advent of the Second World War, exchange controls were entirely in place (OECD 1983). During 

the confrontation, economic management was heightened, demand was rationed, while labour, 

capital and product markets were subject to direct controls (Middleton 1989). 

After the end of the Second World War (WWII), during the inconvertible phase of Bretton 

Woods, the main issues were maintaining the stability of the pound in international currency 

markets and facilitating the government’s debt rollover process (Scott and Walker 2017). From a 

financial perspective, in 1946 Parliament passed the Bank of England Act that regulated the 

relationship between banks and the Bank of England and between the Treasury and the Bank of 

England. However, as the Radcliffe Committee recognized, the law did not alter the relationship 

between the central bank and the clearing banks substantially; it only formalized the relationship 

by putting to word what had been a custom up until 1946. This Act was complemented with a set 

of “extra-legal” regulations or “soft laws” that were established, such as a self-regulatory scheme 

adopted by a banking convention (Arcj 2018). Additionally, in 1947 the Exchange Control Act 

was enacted and broadened the scope of regulation as indicated in the preliminaries which present 

it as “An act to confer powers, and impose duties and restrictions, in relation to gold, currency, 
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payments, securities, debts, and the import, export, transfer and settlement of property, and for 

purposes connected with the matters aforesaid’ (Exchange Control Act 1947, p.1).  

From a macroeconomic perspective, a key issue at the time was the low rate of economic 

growth relative to other developed countries (Allen 2012). These three features, low economic 

growth, the stability of the pound, and the governments financing constraint, were the critical 

determinants of the stop-go policies that started in 1951 and lasted until 1965 and that we 

characterize as a period of ‘countercyclical financial repression’ to stabilize external imbalances. 

Summarizing these policies, the 1950s and 1960s were characterized by a fixed exchange rate 

system, low interest rates to minimize debt servicing costs and to encourage investment, and tight 

fiscal policy, budgetary surpluses, and physical controls (Ross 1992). 

The Conservatives had won the 1951 elections by promising an end to the rationing (Scott 

and Walker 2017). Consequently, the tools at their disposal to prevent foreign account imbalances 

were limited to reducing expenditure and increasing taxes to curtail aggregate demand and 

economic overheating. Some specific measures at the time were hire-purchase restrictions and 

purchase taxes that would increase the upfront price on credit purchases. As soon as imbalances 

were resolved, these stalling measures would be rolled back. From a financial perspective, quantity 

restrictions on credit were implemented to increase the available funds for public debt rollovers 

and reduce credit-driven import growth that would hurt balance-of-payments equilibrium (Offer 

2017). There was also a qualitative guidance, that was “extra-legal” in nature, that tried to control 

the direction of bank lending (Arch 2018). In this context, “banks were being responsive to the 

government's wishes and request, at least as far as the direction of their lending was concerned” 

(Ross 1992, p.). In the late 1950s, policy also restricted private sector house building through 

different mechanism, mainly through mortgage lending controls that affected new houses (Scott 

and Walker 2017). Finally, while in 1961, Britain signed the OECD codes of liberalisation that 

were aimed at eliminating capital controls, it opted out of the agreement from 1966-71 (OECD 

1983).  

Financial liberalisation was a lengthy process in Britain. Kaminsky and Smuckler’s work 

(2008) establishes a chronology of financial liberalisation for 27 countries in three different areas: 

capital account, domestic financial sector, and the stock market. For the UK they indicate that 

partial liberalisation of the capital account began in 1973 with full liberalisation taking place in 

1979. Regarding the domestic financial sector, they dated the full liberalisation in January 1981. 

For the stock market, they indicate that partial liberalisation began in 1973 and full liberalisation 

was achieved in January 1981.  

However, from an international perspective, financial liberalisation began with the fall of 

Bretton Woods and the end of sterling’s convertibility in June 1972 (Arch 2018). As discussed in 

the introduction, the first step towards the end of financial repression, from a domestic perspective, 

was the passage of the Competition and Credit Control (CCC) Bill in 1971 which liberalized the 

financial system, increased M4, afforded a more significant role for the bank rate, and propelled 
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credit, housing, and equity booms (Bordo and Landon-Lane 2013). Additionally, the CCC bill of 

1971 put in motion a process of increasing competition among financial institutions that, arguably, 

were no longer bounded by quantity restrictions or interest rate setting schemes, and thus had to 

participate both in the deposit and loan markets (Braggion and Ongena 2013). The 1971 CCC also 

caused a relaxation of mortgage rationing (Scott and Walker 2017). These changes show an 

important disruption in the intentions of legislators and policymakers in the UK. Consequently, 

we suggest that 1971 may show a break in the relationship between credit and stock given a shift 

from financial repression to liberalisation. 

However, in 1973, the Heath government tried to reign back credit, but it was too-little-too-

late, and the effects of the first oil shock pushed the banks that had financed the housing boom 

close to bankruptcy. It was at that time that the Bank of England rescued the financial system 

through a ‘lifeboat’ operation (Offer 2017). The 1973-74 financial crisis was a secondary cause 

for the passage of the Banking Act in 1979, which formalized the supervision of banks and other 

deposit-taking institutions (lee 1979 and Tew 1978). However, while the Act of 1979 implemented 

broader and stronger supervision and regulation of the financial industry, it was not associated 

with the establishment of levies or increases in transaction costs to hinder activity. Consequently, 

it was a solution to increasing competition and expansion of operations (Booth 2015). 

The natural step after the elimination of fixed exchange rates in 1972 and the beginning of 

financial deregulation with the CCC Bill was the full elimination of capital, wage and investment 

controls in 1979 by the recently inaugurated Thatcher government Coutts and Gudgin 2016). These 

liberalisation measures were fostered by a context of favourable economic growth that reduced the 

needs and demands for protection by the industry (Quinn and Inclan 1997). Finding oil deposits in 

the North Sea was a necessary windfall for the stabilisation of the pound, which allowed all these 

measures to come to fruition (Offer 2017). Additionally, these measures exposed the City to 

international competition for investments (Bellringer and Michie 2014). The rest of the Thatcher 

revolution included tax cuts on capital income and widespread deregulation of industries (Bordo 

and Landon-lane 2013).  

Still, according to several authors, liberalisation in the UK occurred later during the 1970s. 

They argue that, in comparison to other advanced economies, the UK had a higher degree of 

controls in place on its current account from 1950-1980 and it was not until October 1979 that the 

Exchange Control Act of 1947 was suspended and all remaining barriers to inward and outward 

flows of capital were removed (Hilemand 2017). Actually, until 1980 some type of credit controls 

were in place, and hire-purchase controls were not definitively removed until 1982. Moreover, 

even after the end of the formal peg, the UK’s exchange rate was still heavily managed (Aikman, 

Bush and Taylor 2018). Consequently, we find in 1979 a second candidate year for a break that 

signals the end of financial repression. 
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4..- Testing the Relationship: VAR results 

To characterize the evolution of the financial cycle for Britain since 1885, we need to 

understand the joint dynamic behaviour of the stock market and real credit LBBIs. To this end, we 

will employ a vector autoregression (VAR) model that relates endogenous LBBIs and a set of 

exogenous control variables to control for general economic conditions.8 Our analysis in this 

section is structured as follows. In the first part, we describe the VAR model and perform a full 

sample estimation. Subsequently, we perform individual tests for the candidate breakpoints (1914, 

1931, 1971, 1979). Furthermore, we perform joint structural break tests on the VAR relationship 

for the different combinations of candidate dates (1914 and 1971, 1914 and 1979, 1931 and 1971, 

1931 and 1979).9 

 A generalized VAR model, including exogenous variables, takes the following form: 

 𝐘𝐭 =∑𝚲𝐣𝐘𝐭−𝐣

J

j=1

+ 𝐗𝐭𝚽+ 𝜀𝑡 (1) 

 Where variables in bold denote matrices or vectors. 𝐘𝐭 is an nx1 vector of endogenous 

variables, 𝚲𝐣 is nx1 vector of the coefficients for the jth lag in the endogenous variables 𝐘𝐭−𝐣. 𝐗𝐭 is 

an nxm matrix of exogenous variables and 𝚽 is an mx1 vector of parameters. The error term, 𝜀𝑡, 

is assumed to behave like white noise. To establish the order of the VAR model (the number of 

lags J), we follow Lütkepohl and Krätzig’s (2004) work and establish lag order selection statistics 

based on different information criteria.10  

For the choice of exogenous variables in 𝐗𝐭 that may be affecting the behavior of stock 

price and real credit growth, we include a time trend as well as several variables that are standard 

in the literature. To control for general economic conditions we consider the percentage change in 

real GDP per capita.11 Additionally, we incorporate a measure of investment to GDP as increases 

                                                      
8 In this section, the references we follow to construct the VAR model are Charemza and Deadman (1997), 

Lütkepohl and Krätzig (2004), and Pesaran (2015). 

9 An alternative approach would be to allow for the endogenous determination of breaks as in Qu and 

Perron (2007). This method is not without caveats. First, the algorithm is very sensitive to the inclusion or 

exclusion of exogenous variables and the choice of lags for the endogenous variables. Second, confidence 

intervals around the break dates are wide and should not be taken as conclusive evidence. While from a 

methodological perspective, we chose to use historiography as the main driver of our hypothesis and 

econometric evidence as support, we use the endogenous break approach as a robustness test and present 

results in footnote 78. 

10 The information criteria used include the final prediction error (FPE) (Akaike 1969), Akaike’s information 

criterion (Akaike 1974), Schwarz’s Bayesian information criterion (Schwarz 1978) and the Hannan-Quinn 

information criterion (Hannan and Quinn 1979).  

11 Unless stated otherwise, all control variables come from Jordà, Schularick and Taylor (2017).  
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in investment should be strongly correlated with the demand for credit (Boudias 2015). The level 

of financial development will be critical in determining the liquidity and size of the financial 

system (King and Levine 1993). To measure this, we use the changes in M2, a measure of broad 

money, to GDP. To account for the effect of the price level, we include the domestic rate of 

inflation as higher domestic inflation levels may reduce the real burden of debt for households and 

companies affecting both their credit-worthiness and their future cashflows (Magud and Vesperoni 

2015). To control for total leverage we incorporate total loans to the domestic non-financial sector 

as a percentage of GDP (Bordo and Meissner 2012). 

Concerning the foreign sector, we control for current account imbalances through the level 

of the net current balance to GDP as it may affect import-export companies differently from those 

that are domestically based (Bahmani-Oskooee and Saha, 2016). In the same line, we follow Jorion 

(1990) that shows that companies (and banks) with sizeable international presence will benefit 

from openness to trade while domestic companies may suffer from competition from abroad. 

Consequently, we consider changes in openness to trade, defined as the first difference of the sum 

of imports and exports to GDP.  

To account for international capital flows, we incorporate the evolution of the net capital 

account to GDP.12 Increases in capital flows may affect the stock via portfolio investment in the 

stock market or through long-run investments in the real sector. With regards to credit, additional 

capital inflows in the form of bank borrowing abroad will not show up in the real credit variable, 

but they may show up if those banks intermediate the credit into more domestic loans to either 

firms or households. 

To control for the effect of exchange rates, we resort to two distinct equilibrium conditions: 

the purchasing power parity (PPP) and the covered interest rate parity (CIRP).13 The critical 

determinant of the exchange rate under PPP and CIRP are the differential of inflation rates and 

short term interest rate between the domestic and foreign economies respectively. Finally, 

following Rey (2015), Miranda-Agrippino and Rey (2015), and Passari and Rey (2015), we control 

for the existence of a global financial cycle that may be driving the British cycle by incorporating 

LBBIs for the stock market and real credit in the United States. 

 

 

                                                      
12 Data for the net capital account to GDP comes from Mitchell’s, “International Historical Statistics”. We 

obtain the net capital account from the identity: net capital account + net current account + net changes in 

reserves = 0. We thank Barry Eichengreen for this suggestion. 

13 We prefer not to include the exchange rate directly but two of its drivers. This choice has to do with the 

fact that inflation, interest rate differentials and exchange rates are highly correlated.  
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Table 1: Full sample estimation of VAR model only endogenous variables 

 

Note: Lag order selection is optimal for both the short and long-run specifications using the AIC, HQ, FPE and 

likelihood ratio criterions. Significance * 10%, ** 5%, *** 1%. 

 

An extended version of Table 1, which includes the exogenous variables and an additional 

table that presents post-estimation statistics to attest for stability in the model are included in the 

appendix. Those tables indicate that the error is well-behaved and that the VAR structure fulfils 

the stability condition so that any given shock will not become an explosive process but rather fade 

out in time.  

As discussed in section II, we will test for the existence of structural breaks in the VAR 

relationship between stock prices and credit aggregates. We will perform a first likelihood ratio 

test for a break either in 1914 or in 1931, proxying for the end of the period of liberalisation, and 

a second likelihood ratio test for a break either in 1971 or in 1979, proxying for the end of the 

period of financial repression. Results are presented in Table 2, where the null hypothesis is that 

there is no break.  

 

Stocks Credit Stocks Credit

-0.0561 .1286** .798*** .1656**

-.2716*** -0.0429 -.4256*** -.1851*

.22** .1689*

-.3168*** -0.0666

-.2381** -.123* -.2009** .7444***

-0.1466 0.0111 .2704** -0.0788

-0.0455 0.0577

-0.099 -.2014**

0.2912 0.5877 0.6582 0.776

125 123

Endogenous coefficients VAR models - Full sample

Observations

R squared

LBBI Real credit lag 4

LBBI Stocks lag 2

LBBI Stocks lag 3

LBBI Stocks lag 4

LBBI Real credit lag 1

LBBI Real credit lag 2

LBBI Real credit lag 3

Short-run Long-run

LBBI Stocks lag 1
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Table 2: Likelihood ratio test for single breaks in VARs 

 

Note: The null hypothesis in the likelihood ratio test is that there is no break. Higher values of the statistic indicate 

that the probability of a break is higher. We compare results for the same time horizon, only looking at either the break 

toward regulation (1914 or 1931) or the break toward deregulation (1971, 1979). 

 

Our results clearly show there is a break in the short and long-run VAR relationship in 

1914. We see this as supportive evidence for the hypothesis that the classical gold standard ended 

in 1914 and that while the GES attempted to return to the pre-war conditions, the institutional setup 

had already changed.14 Furthermore, we find that the break toward liberalisation occurs in 1971 in 

the short-run relationship while for the long-run relationship, it would occur in 1979. We interpret 

this considering the historical evidence provided in section II. While there was a first attempt to 

begin deregulation in 1971, which may have had a short-run impact, the fact that the Heath 

government tried to reign credit back in may have impeded the tendency to consolidate until the 

arrival of Margaret Thatcher in government eight years late. Other elements that may have delayed 

the consolidation the break in the long-run may have been the oil shocks and the financial 

instability that followed. 

To further confirm our findings, we will test each possible pair of breaks together to 

confirm that they exist jointly. Table 3 shows the results for the four possible joint likelihood ratio 

tests for breaks in the VAR relationship where the null hypothesis is that there is no break. 

                                                      
14 A caveat to the test for a break in 1914 is that, given the sample size of the pre-break period, and the large 

number of lags and control variables, results may be spurious. Consequently, as a robustness check we use 

the algorithm by Qu and Perron (2007) to allow for endogenous breaks. We tested several specifications 

that allowed for up to three breaks and used different combinations of the control variables and their 

principal components to increase the number of degrees of freedom. Results, which are available upon 

request, are conclusive for a break in 1914 or 1915 to both time horizons. 

Short-run LBBI Long-run LBBI

Statistic 119.72 245.75

P-value 0.00 0.00

Statistic 84.67 122.44

P-value 0.00 0.00

Statistic 107.96 113.16

P-value 0.00 0.00

Statistic 97.30 161.86

P-value 0.00 0.00

Likelihood ratio test for single breaks in VARs
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Table 3: Likelihood ratio test for joint breaks in VARs 

 

Note: The null hypothesis in the likelihood ratio test is that there are no breaks. Higher values of the statistic indicate 

that the probability of a joint break is higher. We compare results for the same time horizon, across the four different 

permutations. 

 

Results are consistent with those present in the tests for individual breaks to both time 

horizons. Breaks in the short-run occur in 1914 and 1971, while breaks in the long-run occur in 

1914 and 1979. From this, we conclude not only that there is a regulatory pendulum in the UK, as 

described in section II, but that it has an effect on the relationship between stock prices and credit 

aggregates both in the short and long-run. 

 

5.- Evidence about the regulatory pendulum in the United Kingdom 

To investigate the causal relationships between real credit and stock market LBBIs for the 

UK, we will estimate the VAR model for three different subsamples by time horizon. As 

mentioned in the introduction, this exercise is aimed at identifying whether the causal relationship 

between stock prices and credit aggregates changes for periods which, among other things, are 

characterized by different levels of financial repression. We do not, however, offer these results as 

proof a causal link running from regulation toward the financial cycle or vice versa. 

For the short-run (long-run) LBBI the first subsample runs from 1885-1914 (1885-1914), 

the second from 1915-71 (1915-79), and the third one from 1972-2016 (1980-2016). We will use 

Granger causality tests by subsample to identify whether there is evidence of a changing causal 

link between the variables which may be contingent on the regulatory framework. 

Short-run LBBI Long-run LBBI

Statistic 226.68 356.69

P-value 0.00 0.00

Statistic 218.13 410.85

P-value 0.00 0.00

Statistic 172.22 230.02

P-value 0.00 0.00

Statistic 171.44 290.95

P-value 0.00 0.00

1931 and 1971

1931 and 1979

Likelihood ratio test for joint breaks in VARs

1914 and 1971

1914 and 1979
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 A note of caution is pertinent about the Granger causality analysis. The null hypothesis of 

the test is that there is no causal relationship between two variables. When the test is rejected, it 

suggests that one of the variables contains some information that is uniquely useful in explaining 

the behaviour of the other variable (Granger 1969, 1980, 1988). If we were to find evidence of 

stock market movements causing shifts in real credit, then the most direct mechanism would be 

the financial accelerator discussed in the introduction. This mechanism indicates that investors are 

using more-valuable stocks as collateral on new loans, or that companies with increasing equity 

value see their debt to equity ratio plunge and thus access new credit to invest in new projects. If 

we were to find evidence of real credit movements causing shifts in the stock market, the most 

direct mechanism would be the leveraged bubbles hypothesis. This mechanism indicates that 

investors take out loans to finance their stock market investments. Results are restricted to the link 

between stock markets and real credit and should not be extrapolated to other asset classes such as 

investment in the housing market. We leave this noteworthy issue for further research.  

For the sake of brevity, we present the coefficients for the lags in the endogenous variables 

by subsample in the appendix. The tables including the coefficients for the exogenous variables 

and the post-estimation statistics are available upon request. It is noteworthy that in all cases, the 

error is well behaved. The following table summarizes the Granger causality tests by subsample. 
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Table 4: Granger causality tests by VAR model and subsample 

 

Note and sources: The null hypothesis the Granger causality test is that the excluded variable causes the included 

variable. Our conclusion is based on a 5% significance level.  

 

 A first interesting result is that in the short-run, we find evidence that favours the financial 

accelerator mechanism in the period 1914-71. This suggests that credit growth, when observed 

annually, seems to be driven by stock market fundamentals. However, this short-run relationship 

reverses after the structural break of 1971, the financial accelerator mechanism seems to break 

down, and credit growth becomes fuel for stock price increases.  

 Secondly, regarding the long-run specification, during periods of financial latitude, there 

is evidence of a chicken-and-the-egg problem in which we can only identify the feedback loop 

between asset prices and credit growth as described by Minsky’s financial instability hypothesis 

(Minsky 1986, 1992 and Kindleberger and Aliber 2005). This bidirectional causality implies that 

if policymakers wished to affect both endogenous variables, in theory, they would only need to 

affect one as the impulse would impinge on the other. It also indicates that a shock to one of the 

endogenous will reverberate across the model to affect the other. This confirms the idea of self-

Short-run Long-run

P-value 0.27 0.00

Conclusion No Yes

P-value 0.02 0.00

Conclusion Yes Yes

P-value 0.29

Conclusion No

P-value 0.01

Conclusion Yes

P-value 0.14

Conclusion No

P-value 0.60

Conclusion No

P-value 0.00

Conclusion Yes

P-value 0.46

Conclusion No

P-value 0.00

Conclusion Yes

P-value 0.00

Conclusion Yes

Granger causality tests by VAR model and sub-sample
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79
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01

6

Credit causes stocks

Stocks causes credit

19
71

-2
01

6

Credit causes stocks

Stocks causes credit

19
14

-1
97

9

Credit causes stocks

Stocks causes credit

19
14

-1
97

1

Credit causes stocks

Stocks causes credit

18
85

-1
91

4
Credit causes stocks

Stocks causes credit
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fulfilling manias and panics: positive shocks to asset prices fuel credit, which concurrently fuels 

asset prices further (Kindleberger and Alibr 2005). A negative shock to either variable, even a 

small one, may upend the virtuous cycle into a vicious one ending in a stock market crash or a 

credit crunch. As market forces are allowed to run free, real credit growth can “go to the 

wilderness” in the sense that, unchecked, it can foster excessive asset price growth and the 

accumulation of financial imbalances (Boirio and Lowe 2004). 

Thirdly, during periods of financial repression, the long-run nexus between variables is 

broken. Following section II, it is likely that quantity restrictions on credit, controls on the ability 

to purchase big-ticket items using loans, and moral suasion were so stringent that the possibility 

afforded to the financial system to operate through the financial accelerator was curtailed. As 

suggested by some authors, the hindrance of the financing mechanism may serve to explain, albeit 

partially, the poor performance of the British economy relative to other developed economies 

during the Golden Age. 

The implications of these results for current policy-making are substantial. As indicated in 

the introduction, credit growth seems to be a good predictor of financial instability, and our 

findings attest to the possible mechanism through which this occurs. If in a scenario of liberalized 

financial markets credit booms (busts) can reverberate through the economy up to the point when 

they lead to asset price expansions (crashes), then regulators and policymakers should include 

credit growth in their target functions. Furthermore, the fact that the relationship holds for returns 

up to five years (as those reflected in the long-run LBBI) indicates, the current policymaking 

horizon for monetary authorities is too short and may be leading to myopic decision-making as 

suggested by Borio (2006). 

Finally, since stringent regulation may break the nexus between stock prices and credit 

aggregates in the long run, we argue that Posen’s dictum may be accurate: “In the end, no amount 

of monetary discipline can substitute for a lack of proper financial regulation and supervision” 

(Posen 2006, p.21). Further research may be directed toward the optimal level of regulation since 

too much regulation, namely repression up to the point where the financial accelerator mechanism 

breaks down, may be suboptimal in terms of output growth as identified in the finance and growth 

literature (King and Levine 1993, Levine 2005, Beck 2012). 

 

6.- Concluding Remarks 

This paper aimed to explore the financial cycle, characterized by the joint evolution 

between credit aggregates and stock market prices, in the UK from 1885 until 2016. We tested for 

changes in its behaviour under different regulatory frameworks. After reviewing UK 

historiography, we observe a regulatory pendulum shifting from financial latitude to repression 

and back. Furthermore, we identify four possible breakpoints (1914, 1931, 1971, 1979), that allow 

us to break the sample into three subperiods. Our results indicate that the first period, of financial 
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latitude, runs from 1885 until 1914 to both time horizons. Conversely, the end of financial 

repression and beginning of the more recent period of financial latitude can be dated in either 1971 

for the short-run or 1979 for the long-run specification.  

While most of the literature on the financial cycle uses long and wide panels, this is one of 

the few studies that analyses the long-run existence of the financial cycle for a single country. We 

find that there is evidence for a financial cycle in the UK and that the association between asset 

prices and credit aggregates is contingent on general economic conditions: as the economy booms 

(growth rates occupy the ninth and tenth deciles), stock prices and credit aggregates decouple. 

Conversely, under regular economic conditions or economic downturns, the association between 

stock prices and credit aggregates increases. 

Additionally, our findings indicate that the relationship between stock prices and credit 

growth is contingent on whether the economy is experiencing a period of financial repression or 

latitude. Under periods of financial latitude, the relationship between both variables was of 

bidirectional causality in the long-run. We take this as evidence for both the financial accelerator 

and leveraged bubbles mechanisms that link the financial system to the real economy.  The fact 

that we do not find these results for the short-run specification suggests, in line with what has been 

proposed by Borio and Lowe (2004) and Borio (2014a,b,c), that it may be in the interest of central 

banks to increase the forecast period for their policymaking function. The current foresight of one 

or two years may be missing part of the picture and causing myopic decision making.  

Contrarily, under financial repression, causality seems to run only from the stock market 

to credit in the short-run (financial accelerator), while in the long-run the nexus is broken. This 

result supports findings by other authors that suggest that monetary policy cannot replace sufficient 

regulation and supervision (Posen 2006). 

 In the current context of worldwide deregulation, these results may be taken as evidence 

in favour of central banks keeping a hands-off approach regarding asset price booms. 

Consequently, we suggest that research should focus on the efficiency of including the behaviour 

of credit aggregates in the optimisation function of monetary policymakers. In the words of 

Kindleberger and Aliber (2005, p.224): “A strong case can be made for stricter regulation and 

supervision of banks to forestall lending in euphoric periods that may end in financial crises”.  

 Regarding our contributions to UK historiography, two results are noteworthy. First, as 

suggested by several researchers, we find that the functioning of the gold exchange standard, in 

what relates to the financial cycle, was qualitatively different from the classical gold standard. We 

find that, even though it appeared to be a period of financial latitude, the continued usage of moral 

suasion, among other mechanisms, serves to classify it as a period where the tide began to shift 

from deregulation to financial repression. Our second result for the UK, is that both the financial 

accelerator and leveraged bubbles mechanisms were broken during the period of financial 

repression (1914-79). This can be framed in the long-standing debate regarding the 
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dysfunctionality of the British economy during the Golden Age (Broadberry 1997), “Productivity 

Race”, Broadberry and Crafts (2003), and Crafts (2017).  

Further research may explore whether the restrictions to the supply and demand for credit 

during the repression period played a role in the failure of the financial accelerator. This disconnect 

between the financial system and real economy may have interrupted the link between finance and 

growth and thus be one of the drivers of poor British economic performance during the 1950s and 

1960s. Additionally, since our analysis uses stock prices as a proxy for assets, an extension of this 

work should be aimed at using housing prices as an alternative variable. This may be of interest in 

linking our finding of the leveraged bubbles mechanism during the more recent period to the 

literature that studies bubbles in the UK housing market.  
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Appendix to “The Financial Cycle and the Regulatory Pendulum in the United Kingdom 

(1885-2016)” 

 

1. Full-sample VAR results including exogenous variables 

 
Note: Lag order selection is optimal for both the short and long-run specifications using the AIC, HQ, FPE 

and likelihood ratio criterions. Significance * 10%, ** 5%, *** 1%. 

Stocks Credit Stocks Credit

-0.0561 .1286** .798*** .1656**

-.2716*** -0.0429 -.4256*** -.1851*

.22** .1689*

-.3168*** -0.0666

-.2381** -.123* -.2009** .7444***

-0.1466 0.0111 .2704** -0.0788

-0.0455 0.0577

-0.099 -.2014**

0.0063 0.0035 0.0019 -0.002

-.9774*** -1.011*** -.3826* -.3677**

-2.811 1.495 0.6839 1.208

1.709 -0.1644 3.188** -1.957

0.3638 1.052 0.1799 1.627*

-0.1671 2.494* -0.2361 -1.371

5.49** 7.613*** 2.932* 1.592

7.203** 3.469 2.895 0.0639

6.2* 2.103 2.531 -0.0582

-0.0177 -0.0122 -0.0265 0.0267

-0.1113 -10.24*** -1.226 -6.397***

-0.0203 0.0223 -.2114*** 0.0665

0.0183 0.0656 -0.002 .1463**

-11.96 -6.549 -3.594 3.835

0.2912 0.5877 0.6582 0.776

LBBI Stocks lag 2

VAR equations
Short-run Long-run

Panel A: Endogenous

LBBI Stocks lag 1

Change in investment to 

GDP

LBBI Stocks lag 3

LBBI Stocks lag 4

LBBI Real credit lag 1

LBBI Real credit lag 2

LBBI Real credit lag 3

LBBI Real credit lag 4

Panel B: Exogenous

Trend

Loans to GDP

Inflation rate

Change in real GDP per 

capita

125 123

Change in openness to trade

Change in financial 

development

Overall current balance to 

GDP 

Capital account to GDP 

Short term rate diferential 

(domestic-foreign)

Inflation differential 

(domestic-foreign)

R squared

Global stock market cycle 

(US LBBI to time horizon)

Global credit cycle (US LBBI 

to time horizon)

Constant
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2. Full sample VAR post-estimation statistics 

 

Note: Panel A presents the Wald Test for lag exclusion where the null is that the lags are statistically equal to zero in 

each equation individually and then jointly. Panel B applies the Lagrange multiplier test for autocorrelation in the 

residuals as in Godfrey (1991). We present the p-values first three lags in the test and the conclusion of the test up to 

six lags. Panel C presents the eigenvalue stability condition of the VAR that tests that all eigenvalues of the matrix of 

endogenous coefficients lie within the unit circle (have modulus smaller than 1) as in Glaister (1993).  
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Stocks Credit Stocks Credit

Individual 0.04 0.04 0.00 0.00

Joint

Individual 0.00 0.76 0.00 0.11

Joint

Individual 0.11 0.16

Joint

Individual 0.00 0.02

Joint
Lag 4

0.00

VAR equations
Short-run Long-run

Panel A: Wald lag exclusion p-values (null is coefficient is equal to 0) 

Lag 1
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Lag 2
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Lag 3
0.10

Panel B: Autocorrelation of errors (P values for Lagrange multiplier test)

Lag 1 0.66 0.11

Lag 2 0.83 0.03

Panel C: Eigenvalue stability condition

Conclusion Satisfied Satisfied

Lag 3 0.08 0.04

Conclusion No autocorrelation No autocorrelation
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